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Generating high-quality data (e.g. images or video) is one of the most exciting and challenging frontiers in
unsupervised machine learning. Utilizing quantum computers in such tasks to potentially enhance conventional
machine learning algorithms has emerged as a promising application, but poses big challenges due to the limited
number of qubits and the level of gate noise in available devices. In this work, we provide the first practical and
experimental implementation of a quantum-classical generative algorithm capable of generating high-resolution
images of handwritten digits with state-of-the-art gate-based quantum computers. In our quantum-assisted ma-
chine learning framework, we implement a quantum-circuit based generative model to learn and sample the
prior distribution of a Generative Adversarial Network. We introduce a multi-basis technique which leverages
the unique possibility of measuring quantum states in different bases, hence enhancing the expressibility of the
prior distribution. We train this hybrid algorithm on an ion-trap device based on 171Yb+ ion qubits to gener-
ate high-quality images and quantitatively outperform comparable classical Generative Adversarial Networks
trained on the popular MNIST data set for handwritten digits.

In the last decades, machine learning (ML) algorithms
have significantly increased in importance and value due to
the rapid progress in ML techniques and computational re-
sources [1, 2]. However, even state-of-the-art algorithms face
significant challenges in learning and generalizing from an
ever increasing volume of unlabeled data [3–5]. With the ad-
vent of quantum computing, quantum algorithms for ML arise
as natural candidates in the search of applications of noisy
intermediate-scale quantum (NISQ) devices, with the poten-
tial to surpass classical ML capabilities [6]. Among the top
candidates to achieve a quantum advantage in ML are gener-
ative models [7], i.e. probabilistic models aiming to capture
the most essential features of complex data and to generate
similar data by sampling from the trained model distribution.
Although there has been promising progress towards demon-
strating a quantum supremacy for specific quantum computing
tasks [8, 9], and quantum generative models have been proven
to learn distributions which are outside of classical reach [10–
12], it is not clear that enhancements provided by a generative
quantum model are limited to cases where one can prove a
theoretical gap between classical and quantum algorithms. In
particular, quantum resources offer a divergent set of tools for
tackling various challenges and could instead lead to a prac-
tical quantum advantage by avoiding pitfalls of conventional
classical algorithms, for example, by improving training and
consequently enhancing performance on generative tasks.

Despite all promises, applying and scaling quantum mod-
els on small quantum devices to tackle real-world data sets
remains a big challenge for quantum ML algorithms. Ref. [7]
proposes to enable quantum models for practical application
by exploiting the known dimensionality-reduction capabilities
of deep neural networks [13] and compressing classical data
before it is handed to a small quantum device. Having a quan-
tum model learn the so-called latent representation of data
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and take part in a joint quantum-classical training loop, opens
up hybrid models to leverage quantum resources and poten-
tially enhance performance when compared to purely classi-
cal algorithms. This synergistic interaction between a quan-
tum model and classical deep neural networks is at the heart
of the proposed quantum-assisted Helmholtz machine [7, 14]
and more recent hybrid proposals [15, 16] for enhancing As-
sociative Adversarial Networks (AAN) [17]. In the specific
case of Ref. [16], the authors propose to use a Quantum Boltz-
mann Machine (QBM) [18], while Refs. [14, 15] experimen-
tally demonstrated this concept with a D-Wave 2000Q anneal-
ing device. A similar adoption of this hybrid strategy with
quantum annealers has been explored with variational autoen-
coders [19]. Despite these efforts, a definite demonstration
utilizing truly quantum resources on NISQ devices and with
full-size ML data sets, e.g. the MNIST data set of handwritten
digits [20], has remained elusive to date. Recent experimental
results on gate-based quantum computers [21] illustrate that
current proposals are far from generating high-quality MNIST
digits.

In this work, we introduce the Quantum Circuit Associa-
tive Adversarial Network (QC-AAN): a framework combin-
ing capabilities of NISQ devices with classical deep learning
techniques to learn relevant full-scale data sets (see Fig. 1).
The framework applies a Quantum Circuit Born Machine
(QCBM) [22] to model and re-parametrize the prior distribu-
tion of a Generative Adversarial Network (GAN)[23]. Fur-
thermore, we introduce a multi-basis technique for the QCBM
and argue that the use of a quantum generative model could
enhance deep generative algorithms by providing them with
non-classical distributions and quantum samples from a vari-
ety of measurement bases. Finally, to demonstrate the readi-
ness of this framework, we train the QC-AAN with an ex-
perimental implementation of 8 qubits to generate the first
high-resolution handwritten digits with end-to-end training on
an ion-trap quantum device. In the following, we outline the
components of the QC-AAN.
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